
FA NOTES � 27/11/2008 13 C∗-AlgebrasIn the same sense as Bana
h algebras may be seen as an abstra
tion of thespa
e of bounded operators on a Bana
h spa
e, we 
an abstra
t the 
on
eptof bounded operators on a Hilbert spa
e. Of 
ourse, a Hilbert spa
e is inparti
ular a Bana
h spa
e. So the algebras we are looking for are in parti
ularBana
h algebras. The additional stru
ture of interest 
oming from Hilbertspa
es is that of an adjoint.De�nition 3.1. Let A be an algebra over C. Consider a map ∗ : A → Awith the following properties:
• (a + b)∗ = a∗ + b∗ for all a, b ∈ A.
• (λa)∗ = λa∗ for all λ ∈ C and a ∈ A.
• (ab)∗ = b∗a∗ for all a, b ∈ A.
• (a∗)∗ = a for all a ∈ A.Then, ∗ is 
alled an (antilinear antimultipli
ative) involution.De�nition 3.2. Let A be a Bana
h algebra with involution ∗ : A → A su
hthat ‖a∗a‖ = ‖a‖2. Then, A is 
alled a C∗-algebra. For an element a ∈ A,the element a∗ is 
alled its adjoint. If a∗ = a, then a is 
alled self-adjoint. If

a∗a = aa∗, then a is 
alled normal.Exer
ise 1. Let A be a C∗-algebra. (a) Show that ‖a∗‖ = ‖a‖ and ‖aa∗‖ =
‖a‖2 for all a ∈ A. (b) If e ∈ A is a unit, show that e∗ = e and that ‖e‖ = 1.(
) If a ∈ A is invertible, show that a∗ is also invertible.Exer
ise 2. Let A be a unital C∗-algebra and a ∈ A. Show that σA(a∗) =
σA(a).Exer
ise 3. Let X be a Hilbert spa
e. (a) Show that BL(X,X) is a unitalC∗-algebra. (b) Show that CP (X,X) is a C∗-ideal in BL(X,X).Exer
ise 4. Let A be a C∗-algebra and a ∈ A. Show that there is a uniqueway to write a = b + ic so that a and b are self-adjoint.Exer
ise 5. Let T be a 
ompa
t topologi
al spa
e. Show that the Ba-na
h algebra C(T, C) of Exer
ise 3 in Se
tion 1 is a C∗-algebra, where theinvolution is given by 
omplex 
onjugation.Proposition 3.3. Let A be a C∗-algebra and a ∈ A normal. Then, ‖a2‖ =
‖a‖2 and rA(a) = ‖a‖.Proof. We have ‖a2‖2 = ‖(a2)∗(a2)‖ = ‖(a∗a)∗(a∗a)‖ = ‖a∗a‖2 = (‖a‖2)2.This implies the �rst statement. Also, this implies ‖a2

k

‖ = ‖a‖2
k for all

k ∈ N and hen
e limn→∞ ‖an‖1/n = ‖a‖ if the limit exists. But by Proposi-tion 1.12 the limit exists and is equal to rA(a).



2 FA NOTES � 27/11/2008Proposition 3.4. Let A be a C∗-algebra and a ∈ A self-adjoint. Then,
σA(a) ⊂ R.Proof. Take α + iβ ∈ σA(a), where α, β ∈ R. Thus, for any λ ∈ R we have
α + i(β + λ) ∈ σA(a + iλe). By Proposition 1.7 we have |α + i(β + λ)| ≤
‖a + iλe‖. We dedu
e

α2 + (β + λ)2 = |α + i(β + λ)|2

≤ ‖a + iλe‖2

= ‖(a + iλe)∗(a + iλe)‖

= ‖(a − iλe)(a + iλe)‖

= ‖a2 + λ2e‖

≤ ‖a2‖ + λ2Substra
ting λ2 on both sides we are left with α2 + β2 + 2βλ ≤ ‖a2‖. Sin
ethis is satis�ed for all λ ∈ R we 
on
lude β = 0.Lemma 3.5 (Complex Stone-Weierstrass Theorem). Let T be a 
ompa
ttopologi
al spa
e and A ⊆ C(T, C) a subalgebra of the algebra of 
omplexvalued 
ontinuous fun
tions over T . Assume that A separates points, 
on-tains the 
onstant fun
tions and is self-
onjugate. Then the 
losure of A in
C(T, C) is equal to C(T, C).For a proof, see e.g., the book of Lang.Theorem 3.6 (Gelfand-Naimark). Let A be a unital 
ommutative C∗-algebra.Then, the Gelfand transform A → C(ΓA, C) is an isomorphism of unital
ommutative C∗-algebras.Proof. Sin
e A is 
ommutative all its elements are normal. Then, by Propo-sition 3.3, ‖a2‖ = ‖a‖2 and we 
an apply Proposition 2.17. So, we know thatthe Gelfand transform is an isomorphism of unital 
ommutative Bana
h al-gebras onto its image Â ⊆ C(ΓA, C).We pro
eed to show that the Gelfand transform respe
ts the involution.Let a ∈ A be self-adjoint. Then, 
ombining Proposition 2.15 with Proposi-tion 3.4 we get â(φ) = φ(a) ∈ σA(a) ⊂ R for all φ ∈ ΓA. So â is real-valued,i.e., self-adjoint. In parti
ular, â∗ = â∗. Using the de
omposition of Exer-
ise 4 this follows for general elements of A. (Explain!)It remains to show that Â = C(ΓA, C). We apply Lemma 3.5. The fa
tthat Â separates points is true by 
onstru
tion, that Â 
ontains the 
onstantfun
tions follows from unitality and self-
onjuga
y of Â is a 
onsequen
e ofthe fa
t that Â is the image of a C∗-algebra homomorphism. Furthermore,
Â is 
losed as we have already seen.


